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Overview of the classification task:
- EUR-Lex (text)
- EUROVOC taxonomy (labels)
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EUROVOC Taxonomy:

- Contains 7390 concepts.
- 8 levels of concepts.
- If a document is assigned a concept, ancestors and descendants of that concept are typically 

not assigned to the same document.

Example: 

Example from levels L1, L2 and L3 from the EUROVOC taxonomy. 
Image taken from Chalkidis, I., Fergadiotis, E., Malakasiotis, P. and 
Androutsopoulos, I. (2021). MultiEURLEX - A multi-lingual and 
multi-label legal document classification dataset for zero-shot 
cross lingual transfer. 
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EUROVOC Taxonomy, data distribution:

- Number of descriptors per document (calculated on subset of EUR-Lex corpus, 76k documents):

- Histogram of number of times a descriptor is used:

1500 descriptors are used less than 5 times!

Average number of EUROVOC descriptors 
per document is around 5-6.
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Classification task:

- Manual assignment of EUROVOC labels to EUR-Lex documents is time consuming.

- Manual assignment of EUROVOC labels is complex (>7K EUROVOC descriptors) and 
requires domain knowledge.

- Can we build a text classification model that can predict EUROVOC labels given an 
EUR-Lex document with good accuracy?



Pipeline for building a model for Text 
Classification: 
- Data collection (scraping)
- Preprocessing (extraction of text)
- Training the model
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Development of scrapers for EUR-Lex website (scraping of text and EUROVOC labels + extraction of text from 
html): 
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Development of data preprocessing scripts 
for extraction and cleaning of text:

Extraction of EUROVOC labels:



09.17.XX 10.20.XX 11.01.XX

Train the model for text classification using the docker provided by CrossLang:

Test languages: 

French, Polish, 

English





Pipeline for text classification 
(inference) 
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Pipeline for inference (given an html document, predict EUROVOC labels):



Monolingual architectures (JEX/fastText) 
require a separate classifier for each 
language….

...while an architecture with multilingual 
support (multilingual BERT), only requires one 
model for all official European languages 
(except for Maltese).
This facilitates the deployment of the 
classification system.



Evaluation of predicted labels:
- Automatic procedure
- Human assessment
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1. Shaheen, Z., Wohlgenannt, G., and Filtz, E. (2020) Large Scale Legal Text Classification Using Transformer Models.

- Automatic evaluation: comparison of predicted labels with ground truth EUROVOC labels.

- Human assessment: evaluation of precision of predicted EUROVOC labels.

Inter annotator 
agreement of 84%
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Example: 
EN document
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Example:
FR document
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Example:
PL document
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Takeaways:

- Labels predicted by JEX/fastText/BERT architectures can be considered relevant for 
the document in most cases (precision around +/-80%).

- (multilingual) BERT architecture learns to predict labels that are both relevant
according to human evaluation and consistent with labeling efforts of human 
annotators.

- Only one (multilingual) BERT model needed for classification of documents in 22 
official languages of the EU (MT not supported). Using JEX/fastText would require 
22+1 separate models.

- Predicting using one multilingual model has the advantage that the result will be more 
consistent across languages, compared to the use of separate models for each 
language.

- Both data collection (scraping), (multilingual) model training and inference can be done 
inside the docker container provided by CrossLang.


